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The challenge

Splunk is an excellent tool for needle in the haystack searches for IT and security teams. Unfortunately, the
haystack can be very expensive. Some users index everything into Splunk before realizing the vast majority of
data is accessed infrequently and can therefore be stored on cheaper alternatives like AWS S3. The cost of
indexing data that’s unnecessary for Splunk searches can really add up.

Also, some of the end users prefer a SQL-based approach which can be challenging since Splunk’s data
structure is not designed for SQL processing. Many Upsolver customers experience the conundrum and
we have the solution for it.




The alternative approach

We have converted the needle in the haystack to needle in the haybucket by only indexing the
most relevant data to Splunk. Our customer first filtered and pre-aggregated data with
Upsolver only sending useful data to Splunk. The full set of data is routed to S3 by Upsolver for
cheaper storage. By storing everything in S3, users now have many options to access the data.
Since most data professionals already know SQL, we can easily utilize a SQL engine such as
Athena or Redshift and build reports that run directly on data in S3. The architecture also
allows flexibility for other tools such as building machine learning models with SageMaker for
predictive analytics or loading S3 data to ArcSight or Elasticsearch.
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This modernized architecture has 3 main benefits:

® Dramatically reducing the cost of Splunk software.

® SQL access enables organizations to extract more value from log data.

The Technical Solution

Create an Amazon S3 data output:

1 Make sure you're already signed up for Upsolver’s free trial and created a data source.
Create a S3 data output by clicking on OUTPUTS on the left hand side and NEW on the

upper right hand corner.
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3. Click on SELECT next to Amazon S3

(P What kind of Output would you like to create?
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https://www.upsolver.com/guides/upsolver-deployment-guide
https://www.upsolver.com/guides/create-an-amazon-s3-data-source

Give the data output a NAME and define your output format. Fill out your DATA SOURCES
information. Click on NEXT to continue. (If you haven’t created a Data Source, follow this guide
to create one) Keep in mind that you can infer data types when you define your DATA
SOURCES.) This guide uses AWS VPC Flow Logs.

Create Output to Amazon S3

splunktest

Tabular . Hierarchical
eg. CSV © O €9 JSON

DATA SOURCES

bhopp-vpe-flowlogs



https://www.upsolver.com/guides/create-an-amazon-s3-data-source
https://docs.aws.amazon.com/vpc/latest/userguide/flow-logs.html

Use the Ul or SQL to aggregate data before sending to Splunk:

1 Select the SQL window from the upper right hand corner. Keep in in mind that everything that you
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do in the Ul will be reflected in SQL and vice versa.

COLUMN TYPE

TIMESTAMP ' |

2 The sample SQL aggregates multiple values together for a given period of time. Reducing the
amount of data being sent to Splunk.

SELECT data.”account-id” AS ACCOUNT 1ID,
data.action AS action,
SUM (TO_NUMBER (data.bytes)) AS SUM BYTES,
SUM (TO_ NUMBER (data.packets)) AS SUM PACKETS,
COUNT (*) AS “count”

FROM “bhopp-vpc-flowlogs”

GROUP BY data.”account-id”,

data.action



3. Click on Properties on the upper right hand corner.

DISCARD DRAFT DUPLICATE RUN
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4. Change the Output Interval to 10 minutes and click on UPDATE.

Update Output Interval

OUTPUT INTERVAL

10 Minute ~ [CJ INFINITE OUTPUT INTERVAL

UPDATE CANCEL




5.

Select OUTPUT FORMAT the S3 CONNECTION that you want the data to be stored in and click on
NEXT.

Run Parameters

OUTPUT FORMAT

S3 CONNECTION

meiupsotversplunld

NEXT




6. Click on RUN on the upper right corner.

DELETE DUPLICATE RUN
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7. Choose COMPUTE CLUSTER and the time range of the data that you want to process. Click on
DEPLOY. For streaming data, leave the ENDING AT as Never.

Run splunktest

COMPUTE CLUSTER

PROCESSING TIME RANGE
STARTING FROM ENDING AT (optional)
® Data Source beginning ® Never
Now Now
Custom Custom
M 2020-06-25 00:00 B YYYY-MM-DD HH:mm:ss
bhopp-vpc-flowlogs —
2020-06-25 00.00

. The selected range contains 241,978 events
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8.

Your data will start loading to the previously defined S3 bucket.

afel -

FILES BUNG WRITTEN  UNBESOLVED ERRORS

Delay

Check your S3 bucket to make sure everything is as expected.

Services ~ Resource Groups ~ *

meiupsolversplunk

Overview
Q Type
2 upees [ 4 O 2 | US East . Vignia)
Viewing 1102
Name ~ Last modified * Size v Storage class v
L
s o

Viewing 1102
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Configure your Splunk environment:

1

2.

Login to your Splunk Enterprise environment and click on Splunk Apps.

splunk

Apps

Explore Splunk Enterprise

Install Splunk Add-on for Amazon Web Services.

s3

] Yes

2 9
x
Product Tours Add Data Explore Data Splunk Apps 12
out 10 helg Explore data and define how Hunk
way parses that data
)l
;
Best Match Newest Popular
9 Apps
=z Splunk Add-on for Amazon Web Services m

* Configuration snapshots, configuration changes, and historical configuration data from the AWS
Config service

* Metadata for your AWS EC2 instances, reserved instances, and EBS snapshots.

* Compliance details, compliance summary, and evaluation status of your AWS Config Rules.
* Assessment Runs and Findings data from the Amazon Inspector service.

* Management and change events from the AWS CloudTrall service.

* VPC flow logs and other logs from the CloudWatch Logs service.

* Performance and billing metrics from the AWS CloudWatch service.

* Billing reports that you have configured in AWS.

* §3, CloudFront, and ELB access logs.

* Generic data from your S3 buckets.

* Generic data from your Kinesis streams.

* Generic data from SQS.

This add-on provides modular inputs and CIM-compatible knowledge to use with other apps, such as
the Splunk App for AWS, Splunk Enterprise Security and Splunk IT Service Intelligence.

Versions 5.0.0 and later of the Splunk Add-on for AWS is compatible only with Splunk Enterprise
version 8.0.0 and above

Less

Category: Security, Fraud & Compliance, IT Operations | Author: Splunk Inc. | Downloads: 60633 |

Released: 6 years ago | Last Updated: 3 months ago | View on Splunkbase
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3. Enter your Splunk.com username and password and checkthe terms and conditions
checkbox. Click on Login and Install.

Login

Enter your Splunk.com username and password to download the app.

mei@upsolver.com

Forgot your password?

The app, and any related dependency that will be installed, may be provided by
Splunk and/or a third party and your right to use these app(s) is in accordance with
the applicable license(s) provided by Splunk and/or the third-party licensor. Splunk
is not responsible for any third-party app and does not provide any warranty or
support. If you have any questions, complaints or claims with respect to an app,
please contact the applicable licensor directly whose contact information can be
found on the Splunkbase download page.

Splunk Add-on for Amazon Web Services is governed by the following license:

Splunk Software License Agreement

| have read the terms and conditions of the license and agree to be bound by
them. | accept that Splunk will securely send my login credentials over the
Internet to splunk.com

Cancel Login and Install
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4.

5.

6.

Restart Splunk by clicking on Restart Now.

Restart Required

You must restart Splunk Splunk Enterprise to complete installation of Splunk Add-
on for Amazon Web Services.

Restart Later

After relogging in, select Splunk Add on for AWS that you have just installed.

splunk T

Apps
>
o

New 1o Spiunk? Take a tour to he
YOu On your way.

Explore Splunk Enterprise

Splunk Apps (2
Hunk Apps and add-ons extend the
capabilities of Splunk Enterprise.

Click on Configuration at the top.

splunk App: Splunk Add-on for AWS v

Inputs Configuration Search Health Check v

Inputs

Create data inputs to collect data from AWS
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7.  Click on Add on the right hand of your screen.

Splunk Add-on for AWS

Add

8 Give your account a name. Remember this name because we will use it for Data Inputs later.
Enter your AWS credential. And click on Add.

Name meiupsolver

o

Secret Key

Region Category
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9.  Youshould see your account show up under Configurations.

splunk

Wputs  Cosfiguration  Seach Maslth Chack +

Splunk Add-on for AWS

Configurations

Configure your sccount, provy and loggng level

— S - =
Srm— ~ s

10.  Click on Settings and Data Inputs on the upper right corner.

=
/ N earches, reports, & e Data inoigs
/ )

b &
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11

Click on the AWS S3 input. Most likely It’s on the second page.

Local inputs

Files & Directories
Index a local file or monitor an entire directory.

HTTP Event Collector
Receive data over HTTP or HTTPS.

Tce
Listen on a TCP port for incoming data, e.g. syslog.

uoP
Listen on a UDP port for incoming data, e.g. sysiog.

Scripts
Run custom scripts to collect or generate more data.

@ﬂmmnmmnn

+ Add new

+ Add new

+ Add new

+ Add new

+ Add new

+ Add new
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Give the Data input a Name. Also fill out your AWS Account information. It’s the

same Account Name from step 8 in the previous section. Give it a Bucket Name.

It has to match the bucket name on your AWS account the output data is being
stored. Change the Polling interval to 10. Define Key prefix as your S3 folder
path.

Scroll down and check More settings. This will provide you with additional
options for settings. Change Set sourcetype to From list. From the Select
sourcetype from list dropdown, select json_no_timestamp. Click on Next on
the top.
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Select Source Done

index for the
excluded CloudTrail
events

Assume Role

=

More settings

n

————ntervat

Interval

30

Number of seconds to wait before running the command again, or
a valid cron schedule. (leave empty to run this script once)

Source type

Set sourcetype field for all events from this source.

Set sourcetype From list = v
automatically. Unknown sourcetypes will be given a placeholder
name.

Select source type | json_no_timestamp = v
from list *

Splunk classifies all common data types automatically, but if you're
looking for something specific, you can find more source types in
the SplunkApps apps browser or online at apps.splunk.com.

18



14. Click on Start searching.

Add Data *—O s

Select Source Done

v/ Modular input has been created successfully.

Configure your inputs by going to Settings > Data Inputs

Search your data now or see examples and tutorials. 2
7

Add More Data Add more data inputs now or see examples and tutorials. 2
Download Apps Apps help you do more with your data. Learn more. [2
Build Dashboards Visualize your searches. Learn more. (2

Verify data in Splunk:

1 Click on Data Summary under What to Search.

What to Search

329 Events a few seconds ago a few seconds ago

INDEXED EARLIEST EVENT LATEST EVENT

Data Sui\mary

2 Click on Sourcetype and json_no_timestamp.
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Data Summary X

Hosts (1 Sources (556) Sourcetypes (1)

Sourcetype = ol Count = Last Update =

al ~ 92 8/3/20 11:26:11.000 PM

Verify your indexed data is the same as the aggregated data from Upsolver.
Success!

Success metrics
® Reduced cost by 90%

® 4Xincrease in scale in 3 months

Example from a customer

Our customer in the automotive industry was able to save millions
from their new Upsolver and S3 to Splunk architecture. They are now
focused on building more productive analytics on Athena. We're
honored to be able to help them through this journey and we look
forward to helping you to reduce your Splunk cost by 90%.
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